Oracle Replication 8i - Master to Master

Items included in this document:

· Setup Oracle8i Replication 

· Notes and Actions

· Items to Tune for Symmetric Replication

· Steps to use Replication Manager

PURPOSE:
The following set of syntax will assist you in creating a MASTER TO MASTER or multi-master replicated environment in Oracle version 8.1.5 and some tuning tips.

Prerequisite

In order to set up replication master to master you should have Oracle Enterprise Server. 

This example uses the account REPADMIN as Replication Administrator, Propagator and Receiver. If you want to use different accounts see note #117434.1

I.  Init.ora parameters

The following initialization parameters must be set or added to the initSID.ora file on all sites:

COMPATIBLE 


= 8.1.7

db_block_buffers


= 550

DISTRIBUTED_TRANSACTIONS = 5
#Add 2 per additional master

distributed_lock_timeout

= 300

GLOBAL_NAMES 

= TRUE 

JOB_QUEUE_INTERVAL 
= 10
#Seconds to wake up

JOB_QUEUE_PROCESSES 
=2
#Add 1 per additional master
job_queue_keep_connections 
= FALSE

OPEN_LINKS 


= 6
#Add 2 per additional master

PARALLEL_MAX_SERVERS 
= 10

PARALLEL_MIN_SERVERS 
= 3

REPLICATION_DEPENDENCY_TRACKING = TRUE

SHARED_POOL_SIZE 

= 35M    #More if pinning objects like $RP or $RR packages with 

#dbms_shared_pool.keep prodecure or if there are a large #number of  replic. objects

sort_direct_writes 

= TRUE

sort_write_buffers 

= <large number>

sort_write_buffer_size 

= <large number>

sort_area_size 


= 1M or higher

II.  Tnsnames.ora

At both the Master Definition Site and Master Site edit the tnsnames.ora and create the SQLnet alias. One is called test1_listen.world and another called test2_listen.world.

III.  Check for invalid Objects

Check for invalid objects and recompile any invalid objects.

select owner, object_name, object_type from all_objects

      where status = 'INVALID';

If any objects are invalid you need to do the following:

alter package <owner>.<object name> compile;

If the invalid object is a package body do:

 alter package <owner>.<object name> compile body;

IMPORTANT NOTE BEFORE YOU BEGIN

In this exercise, we will be creating two databases, REP1 and REP2. We assume the user tablespace to be named USER and the temporary tablespace to be TEMP.These values for SID's, DB_Link names and tablespace names can be modified to fit the users environment.

1.

===========================================================

/* RUN THIS SECTION FIRST AT THE MASTER DEFINITION SITE  REP1 */

/* Connect as SYSTEM user on Master Definition Site */

===========================================================

connect system/manager@rep1.world;

spool replicat1.out

/* Verifying Master Definition Site Global Name rep1.world */

select * from global_name;

/* If you need to change it use 

          alter database rename global_name to rep1;  */

2.
Drop users:

drop user repadmin cascade;

3.
Re-Create public database links:

drop public database link REP2.WORLD;

CREATE PUBLIC DATABASE LINK "REP2.WORLD" USING 'REP2.WORLD';

/* Testing link 'REP2.WORLD' at site 'rep1.world'... */

SELECT * FROM GLOBAL_NAME@REP2.WORLD;

4.
Create repadmin user and grant admin provileges

/* I THINK IT'S NOT NECCESARY TO USE THIS PART

grant execute on dbms_repcat to repadmin;

grant execute dbms_snapshot to repadmin;

grant execute on dbms_snapshot to repadmin;

grant execute on dbms_repcat_mas to repadmin;

grant execute on dbms_defer to repadmin;

grant execute on dbms_defer_sys to repadmin;

grant execute on dbmsobjgwrapper to repadmin;

grant unlimited tablespace to repadmin;

execute dbms_repcat_auth.grant_surrogate_repcat('repadmin');

grant execute on dbms_defer_internal_sys to repadmin;

*/

create user repadmin identified by repadmin default tablespace user temporary  tablespace temp;

grant connect, resource to repadmin;

EXECUTE DBMS_REPCAT_ADMIN.GRANT_ADMIN_ANY_SCHEMA('REPADMIN');

/* If you want to be able to create snapshot logs for 

*/

/* any replicated table, grant COMMENT ANY TABLE and  
*/

/* LOCK ANY TABLE to REPADMIN                    

*/

grant comment any table to repadmin;

grant lock any table to repadmin;

/* Creating propagator at site 'rep1.world'           
  */

/* Creating receiver 'REPADMIN' at site 'rep1.world'.. */

EXECUTE DBMS_DEFER_SYS.REGISTER_PROPAGATOR(‘REPADMIN');

grant execute any procedure to REPADMIN;

/*Connecting to site 'rep1.world' as user 'REPADMIN'... 
*/

/*ALWAYS perform admin of Multimaster as REAPDMIN 
*/

connect repadmin/repadmin@rep1.world;

/* Scheduling purge at site 'rep1.world'... */

BEGIN

   DBMS_DEFER_SYS.SCHEDULE_PURGE(

   next_date => SYSDATE,

   interval => '/*1:Hr*/ sysdate + 1/24',
# or  '/*10:Mins*/ sysdate + 10/ (60*24)',

   delay_seconds => 0,

   rollback_segment => '');

END;

/

CREATE DATABASE LINK "REP2.WORLD" CONNECT TO "REPADMIN" IDENTIFIED BY "REPADMIN";

/* Scheduling Push to link 'REP2.WORLD' at site 'rep1.world'... */

BEGIN

   DBMS_DEFER_SYS.SCHEDULE_PUSH(

     destination => 'REP2.WORLD',

     interval => '/*1:Hr*/ sysdate + 1/24', 
# or  '/*10:Mins*/ sysdate + 10/ (60*24)',

     next_date => SYSDATE,

     stop_on_error => FALSE,

     delay_seconds => 0,

     parallelism => 1);

END;

/

5.

/*************************************************************
*/

/* ONLY DO THE FOLLOWING STEP IF YOU DO NOT HAVE A USER */

/* THAT CONTAINS OBJECTS TO REPLICATE. USER SCOTT IS FOR */

/* TESTING PURPOSES ONLY                                      


*/

/* Connect as the SYSTEM user on rep1.world Create user SCOTT 
*/

/*************************************************************
*/

connect system/manager@rep1.world;

create user scott identified by tiger default tablespace users temporary tablespace temp;

/* Grant privileges to user SCOTT */

grant alter session to SCOTT;

grant create cluster to SCOTT;

grant create database link to SCOTT;

grant create sequence to SCOTT;

grant create session to SCOTT;

grant create synonym to SCOTT;

grant create table to SCOTT;

grant create view to SCOTT;

grant create procedure to SCOTT;

grant create trigger to SCOTT;

grant unlimited tablespace to SCOTT;

grant create type to SCOTT;

grant create any snapshot to SCOTT;

grant alter any snapshot to SCOTT;

grant lock any table to scott;

grant connect, resource to scott;

/* I THINK IT'S NOT NECCESARY TO USE THIS PART

grant execute any procedure to scott;

grant execute on dbms_repcat to scott;

grant execute on dbms_snapshot to scott;

grant execute on dbms_repcat_mas to scott;

grant execute on dbms_defer to scott;

grant execute on dbms_defer_sys to scott;

grant execute on dbmsobjgwrapper to scott;

execute dbms_repcat_admin.grant_admin_any_repschema('scott');

*/

/* Connect as user SCOTT.  Create SCOTT's EMP and DEPT tables and constraints */

connect scott/tiger@rep1.world;

/* Create and populate table DEPT */

CREATE TABLE DEPT (

 DEPTNO   NUMBER(2) NOT NULL,

 DNAME    CHAR(14),

 LOC      CHAR(13),

 CONSTRAINT DEPT_PRIMARY_KEY PRIMARY KEY (DEPTNO));

INSERT INTO DEPT VALUES (10,'ACCOUNTING','NEW YORK');

INSERT INTO DEPT VALUES (20,'RESEARCH','DALLAS');

INSERT INTO DEPT VALUES (30,'SALES','CHICAGO');

INSERT INTO DEPT VALUES (40,'OPERATIONS','BOSTON');

commit;

/* Create and poplulate table EMP */

CREATE TABLE EMP (

 EMPNO               NUMBER(4) NOT NULL,

 ENAME               CHAR(10),

 JOB                 CHAR(9),

 MGR                 NUMBER(4) CONSTRAINT EMP_SELF_KEY REFERENCES EMP (EMPNO),

 HIREDATE            DATE,

 SAL                 NUMBER(7,2),

 COMM                NUMBER(7,2),

 DEPTNO              NUMBER(2) NOT NULL,

 CONSTRAINT EMP_FOREIGN_KEY FOREIGN KEY (DEPTNO) REFERENCES DEPT (DEPTNO),

 CONSTRAINT EMP_PRIMARY_KEY PRIMARY KEY (EMPNO));

INSERT INTO EMP VALUES (7839,'KING','PRESIDENT',NULL,'17-NOV-81',5000,NULL,10);

INSERT INTO EMP VALUES (7698,'BLAKE','MANAGER',7839,'1-MAY-81',2850,NULL,30);

INSERT INTO EMP VALUES (7782,'CLARK','MANAGER',7839,'9-JUN-81',2450,NULL,10);

INSERT INTO EMP VALUES (7566,'JONES','MANAGER',7839,'2-APR-81',2975,NULL,20);

INSERT INTO EMP VALUES (7654,'MARTIN','SALESMAN',7698,'28-SEP-81',1250,1400,30);

INSERT INTO EMP VALUES (7499,'ALLEN','SALESMAN',7698,'20-FEB-81',1600,300,30);

INSERT INTO EMP VALUES (7844,'TURNER','SALESMAN',7698,'8-SEP-81',1500,0,30);

INSERT INTO EMP VALUES (7900,'JAMES','CLERK',7698,'3-DEC-81',950,NULL,30);

INSERT INTO EMP VALUES (7521,'WARD','SALESMAN',7698,'22-FEB-81',1250,500,30);

INSERT INTO EMP VALUES (7902,'FORD','ANALYST',7566,'3-DEC-81',3000,NULL,20);

INSERT INTO EMP VALUES (7369,'SMITH','CLERK',7902,'17-DEC-80',800,NULL,20);

INSERT INTO EMP VALUES (7788,'SCOTT','ANALYST',7566,'09-DEC-82',3000,NULL,20);

INSERT INTO EMP VALUES (7876,'ADAMS','CLERK',7788,'12-JAN-83',1100,NULL,20);

INSERT INTO EMP VALUES (7934,'MILLER','CLERK',7782,'23-JAN-82',1300,NULL,10);

commit;

/* ************************************************************************** */

spool off

6.

/*************************************************************************/

/* Repeat Steps 1 thought 4 (or 5 if you want to test) in the SECOND MASTER SITE. */

/* Change all the references rep1 for rep2.                                                                          */

/*************************************************************************/

7.

/*****************************************************************/

/* RUN THESE STEPS AT THE MASTER DEFINITION SITE!!!

*/

/* Connect as REPADMIN user on Master Definition Site... 

*/

/****************************************************************/

connect repadmin/repadmin@REP1;

spool replicat3.out

/* Create master replication group 'GRP_SCOTT'... */

BEGIN

   DBMS_REPCAT.CREATE_MASTER_REPGROUP(

     gname => '"GRP_SCOTT"',

     qualifier => '',

     group_comment => '');

END;

/

REM Oracle recommends add 1 master site at a time. 

REM Also recommends to add all the sites BEFORE adding objects to Groups. 

REM This will simplify the detection of any problems.

/* Add master database 'REP2' to master group 'GRP_SCOTT' */

BEGIN

   DBMS_REPCAT.ADD_MASTER_DATABASE(

     gname => '"GRP_SCOTT"',

     master => 'REP2.WORLD',

     use_existing_objects => TRUE,

/* because we pre-created the tables */

     copy_rows => FALSE,           

 * because we pre-populated the tables */

     propagation_mode => 'ASYNCHRONOUS');

END;

/

REM Oracle recommends to add ONLY a few objects at a time and check the 

REM DBA_REP_CATALOG view for all the sites.

/* Add DEPT table to master group 'GRP_SCOTT' 


    */

/* All tables involved in replication should have a PK or you have to use  */

/* DBMS_REPCAT.SET_COLUMNS to setup an alternate key
    */

BEGIN

   DBMS_REPCAT.CREATE_MASTER_REPOBJECT(

     gname => '"GRP_SCOTT"',

     type => 'TABLE',

     oname => '"DEPT"',

     sname => '"SCOTT"',

     copy_rows => FALSE,  
/* because we pre-populated the tables */

     use_existing_object => TRUE);  /* because we pre-created the tables */

END;

/

/*  Add EMP table to master group 'GRP_SCOTT' */

BEGIN

   DBMS_REPCAT.CREATE_MASTER_REPOBJECT(

     gname => '"GRP_SCOTT"',

     type => 'TABLE',

     oname => '"EMP"',

     sname => '"SCOTT"',

     copy_rows => FALSE, 

 /* because we pre-populated the tables */

     use_existing_object => TRUE);  /* because we pre-created the tables */

END;

/

/* Generate replication support for table 'DEPT' and 'EMP' */

BEGIN

DBMS_REPCAT.GENERATE_REPLICATION_SUPPORT(

sname => '"GRP_SCOTT"',

oname => '"DEPT"',

type  => 'TABLE',

min_communication => TRUE);

END;

/

BEGIN

DBMS_REPCAT.GENERATE_REPLICATION_SUPPORT(

sname => '"SCOTT"',

oname => '"EMP"',

type  => 'TABLE',

min_communication => TRUE);

END;

/

spool off

REM Before resuming activity on the Group, Check DBA_REP_CATALOG at each site for errors. 

REM Sometimes entries in this view take longer than expected to be process. If you execute the 

REM DBMS_REPCAT_DO_DEFERRED_REPCAT_ADMIN job at each site my speed the process.

/* **************************************************************  
*/

/* Resume replication on group 'GRP_SCOTT' from QUIESCED to NORMAL   */

/* **************************************************************  
*/

BEGIN

DBMS_REPCAT.RESUME_MASTER_ACTIVITY(

gname => '"GRP_SCOTT"');

END;

/

REM Check if the status of the Group has changed from QUESCIED to NORMAL in the 

REM DBA_REPGROUP view

/* ****************************************************************************/

/* Now if you insert some data in 1 place you should see it (after the push) in the other site.   */

/* Any failure to propagate the data will be written in the directory bdump

    */

/* ****************************************************************************/

8. Final Notes and Actions 

At this time the do_deferred_repcat_admin job on each site should be processing the requests in the sys.dba_repcatlog view.

Connect as REPADMIN on each side (REP1 and REP2) and run the following queries:

select count(*) from sys.dba_repcatlog;

select gname, status from sys.dba_repcat;

When the first query returns 0 rows on BOTH sites and the second query returns a STATUS=NORMAL, you can proceed with your DML statements on your replicated tables (INSERT, UPDATE, DELETE) and watch the data get propagated between sites.

You can also manually execute do_deferred_repcat_admin on both sites to speed up the processing of requests from the sys.dba_repcatlog view.

As noted above run the queries on the sys.dba_repcatlog and sys.dba_repcat views to ensure you are ready to replicate data.

Tuning Tips for Symmetric Replication

1) SHARED POOL

- Increase the shared_pool_size to a minimum of at least 30M to accommodate the increase in stored objects.

- Pin all $RP, $RR packages in the shared pool with the dbms_shared_pool.keep procedure.

2) DEFERRED QUEUE

- Stripe disks to balance I/O.

- Move system based deferred tables to another tablespace from SYSTEM.

- Ensure that the disks used to store the deferred transaction base tables (system.def$_call) are in an area of low I/O traffic.

- Use the BATCH_SIZE parameter in the dbms_defer_sys.execute procedure and set this to 32 or higher to reduce the number of two phased commits during processing of the distributed transaction.

3) GENERAL

- Expect more UNDO entries (3-4X more) so increase your ROLLBACK SEGMENT sizes.

- Expect more REDO entries (4X more) so increase the size of the online redo logs.

4) TRANSACTIONS

- Have smaller transaction sizes.

- Don't replicate 10,000 row transactions with asynchronous row level replication, but use procedural replication for this.

- Normal row level replication will typically contain 10 DMLs or less per transaction.

5) CONFLICT RESOLUTION

- *** Institute CONFLICT resolution methods. ***

- Use TIMESTAMP, SITE PRIORITY, or another method of supplied conflict resolution.

- If conflict resolution is not in place, the time to generate an error for a failed transaction could be very lengthy for very large transactions (10,000 row transactions as in the above example) as this is proportional to the number of table columns multiplied by the number of rows in the transaction.

- Implementing CONFLICT resolution is VERY important.

6) NETWORK

- Tune your network.

- Row level replication tops out at about 10 transactions per second.

- Ensure your network is robust to handle the workload of queue push that replication demands.

The following steps all use the Replication Manager:

Generic Steps for all Replication Scenario
1. Create destination links at both Master Definition Site, and the Master Site.

2. Type in the fully qualified Dblink (database link) name, or click Browse to view the available links.

3. View or modify the entries for next date and interval.

4. Click Create.

N-way Master to Master Replication
1. At the Master Definition Site, click the Create New Master Group icon.

2. Type the appropriate information in the General, Objects, and Destination tabs. (You can pick objects from multiple schemas.)

3. On the General tab:

· Type the name the new Master Group you want to create. 

· (optional) Type a remark, such as the purpose of the group or who created the group and at what time.

4. On the Objects tab:

· Click Add. 

· The Add Object to Group dialog appears. 

· Open the Schema drop-down combo box. 

· Select a schema, check the object types to display, select object(s), click Add. 

· Repeat until you have chosen all the Objects you want. (You can select objects from different schemas.)

· Close the Add Object to Group dialog.

5. On the Destinations tab:

· Click Add. The Add Database to Group dialog appears.  

· Select a radio button to refresh the list of Database links to choose from. 

· Select one or more Master Sites from Database links to choose from and click Add. 

· Close the Add Database to Group dialog when you have added the destination(s).

· Apply your changes and create the group. 

· Click OK on the Creating New Master Group dialog.

· If the Set Alternate Key Columns dialog appears, select column name(s) and click Set.

· The Adding Database to Group: groupname dialog appears.  

· Accept the Async(hronous) propagation mode (or change to Sync). Click OK.

· Click Cancel in the Support for Group dialog if you are Adding Conflict Resolution (optional). Otherwise, generate support when prompted.

6. On the Operations tab (Editing Master Group dialog):

· Suspend/Resume Replication: Suspend causes replication activity to quiesce (pause) at all master sites in your replicated environment. During this time, no updates occur to replicated tables. Resume restarts replication activity, including updates to replicated tables.

· Generate creates row-level replication support all table in your Master Group.

· Gen pre-7.3 triggers provides support for earlier releases of Oracle.

· Apply Now executes any outstanding changes to the Admin Queue.

· At all sites, if you are at the Master Definition Site, applies changes to every site in the Master Group.

· Execute DDL lets you provide schema-level data definition language (DDL) for execution at one or more sites in your replicated environment.

7. When completed, click on "Resume Replication" to continue replication.

Updateable Snapshot Replication
1. If FastRefresh is needed, create Snapshot log at the Master Site.

2. Create a Master group at the Master Site, without specifying the destination link.

3. At the Snapshot Site:

· Click on Configuration, then click on Snapshot Groups.

· Click the Create button in the message pane, (or click right mouse button, Create New Snapshot Group, or click Create New > Snapshot Group on the File menu). The Creating New Snapshot Group dialog appears.

· On the General tab, click the Browse button for Link to Master Site. The Set Master for Snapshot Group dialog appears. Select the type of database link to display. (The Contains/Starts with combo list box allows you to select from links that contain, or start with, the text string you type.) Select one of the database links. Click Set.

· On the General tab of the Creating New Snapshot Group dialog, click the Browse button for Snapshot Group Name. The Set Snapshot Group dialog appears. Select from the available groups. Click Set.

· On the General tab of the Creating New Snapshot Group dialog, choose the appropriate mode of propagation, Async(hronous) or Sync(hronous).

· On the Objects tab of the Creating New Snapshot Group dialog, click Add.

· The Add Object(s) to Group dialog appears. 

· Select the schema and object(s). Click Add.

· The selected object(s) appear in the list on the Objects tab of the Creating New Snapshot Group dialog.

· Click Close on the Add Object(s) to Group dialog.

· Click Create on the Creating New Snapshot Group dialog.

ReadOnly Snapshot Replication (To create an ungrouped snapshot, or to add a snapshot to a snapshot group)

1. At the snapshot site, click on the Ungrouped snapshot, and click New.

2. If FastRefresh is needed, create Snapshot log at the Master Site.

3. Click on Updateable, and/or Fast refresh (ensuring that snapshot log is created prior to that).

4. Click on Public Links and select the database links.

5. Specify scheduling parameters for the destination links.   And click on create.

In general , to add conflict resolution:

1. Verify that you are at the Master Definition site.   Ensure that the Master group is suspended first.

2. Double-click Configuration, Master Groups, and click a master group in the Tree View window.

3. Click the name of a Table in the Detail window.

4. Click the Properties button to display the Editing Replication Object dialog, and select the Conflict Resolution tab.

5. Click the Add Column Groups button.

6. The Creating Column Group dialog appears. Type a Group Name for your column group. Select from the Available Columns list. Click the << Add button to list the column(s) in the Columns in the group list. Click OK.

7. Return to the Conflict Resolution tab on the Editing Replication Object dialog. 

8. Select a column group in the Column Group list. Click the  Add Update Resolution Methods (for above) button. 

9. The Add Update Resolution Method dialog appears. Click the down-arrow of the Method Type combo box to display the available update resolutions methods, which include Minimum, Maximum, Earliest Timestamp, Latest Timestamp, Priority Group, Site Priority, Overwrite, Discard, Average, Additive, and User Function (custom). Click the down-arrow of the Parameter Column combo box to select which column in the column group is used to solve conflicts. 

10. The resolution method you select appears in the Update Resolution Methods (for above) list on the Conflict Resolution tab of the Editing Replication Object dialog.

Notes:

1. If your replicated object group does not span schemas:

execute DBMS_REPCAT_ADMIN.GRANT_ADMIN_REPGROUP(userid => 'repadmin');

2. All calls to procedures in the DBMS_REPCAT package for a given replicated object group should be performed serially. That is, only one person should be adding to, or altering a replicated environment at a time, or your environment may become out of sync. This includes activities that you may have set up to be performed by a background process. 

3. To be safe, you should disable any DBMS_REPCAT.* jobs in the local job queue whenever you are administering a replicated environment. You can use the USER_JOBS view to determine which jobs in the queue are associated with a given replicated object group. Then call DBMS_JOB.BROKEN to disable these jobs temporarily. 

4. After completing your administrative activities, you can call this procedure again to re-enable the jobs. If your object group spans schemas you will probably find it easiest to designate one person as the replication administrator for all replicated objects. If your object groups do not span schemas, you can designate one person as the replication administrator for each schema containing replicated objects. This person would be responsible for all calls made using the DBMS_REPCAT package to administer an object group at all master sites in the replicated environment. Different users can administer different schemas.

5. Note: If you will be adding additional master sites to your replicated environment, you may prefer to defer generating replication support until after these sites have been added. However, because the tables will be copied to the new master sites without the supporting triggers and packages any changes that occur before you generate replication support will not be replicated. 

6. You must either call GENERATE_REPLICATION_SUPPORT for each object before adding any master sites and again after adding any master sites, or you must ensure that no updates are made to the tables at any of the master sites until after you have added all master sites and then call GENERATE_REPLICATION_SUPPORT.

7. Why is remote sys (here called Repsys) needed?   Remotesys is used whenever the local sys needs to do something at a remote site; only the minimum necessary privileges are granted to remote users.  Administrative users (sys, system) are an exception to the above rule. User sys at dbs1 should not have the privileges of user sys at dbs2. Since it is necessary for user sys to be able to perform a limited set replication-related actions at the remote node, user sys accesses remote nodes through database links that connect to a surrogate sys user, called remotesys. remotesys is granted only a limited set of privileges at every site. Sys users for different sites might be granted different privileges at a site.  In this test, master sites have the surrogate sys user remotesys at other master sites. Repadmin is the only user at master sites with execute privileges on the dbms_repcat package.  User repadmin has database links to enable him to be the same user at all master sites and this user has the privileges needed to create replicated objects (create any table, etc.).  The privileges that repadmin has varies from one master to another depending on the operations that it must perform.

8. Because all activity at the master definition site was suspended when you called CREATE_MASTER_REPGROUP, you must now call RESUME_MASTER_ACTIVITY to restore normal activity.

Attention: You must generate replication support before attempting to update any tables you have registered as replicated objects. If you are unsure whether replication support has been generated for a particular object, see the RepGenerated view.
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